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Computer Vision - Why is it important?

Personal photo 
albums

Surveillance and 
security

Movies, news, sports

Medical and scientific 
images

■ Vision is useful: Images and video are everywhere!
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Difficult for Computers!

■ To extract “meaning” from pixels

What we see What a computer sees

Source: S. Narasimhan

Golden Gate Bridge
Sky
Water
Ropes
Clouds
Ocean
US Trip
San Francisco
Clear Day
.
.
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Challenges in Computer Vision

slide credit: Fei-Fei Li, Fergus & Torralba 
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But data stored in different domains/modalities!

Text

Video
Image

Audio
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Sketch



Cross-Modal Retrieval - SBIR 
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Trekking 
Backpack ?



Applications
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Overall Idea of SBIR
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                        Challenges 

1.Significant differences between the 
sketches and images.
2. Significant variations within the same 
classes of both sketches and images.



Zero-Shot ZBIR
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❏ The number of categories is dynamically increasing.

❏ We have seen all examples during training is a strong assumption.

❏ What if during testing, the query sketch comes from an 

unseen/novel class, which is not seen during training.



■ Conventional Supervised Classification

■ Zero-Shot Learning: Given an image which belongs to a novel category, predict the 
class.
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Classifier

o Attributes of the categories are 
mapped with the features. 

o Attributes are shared across 
categories, both seen and 
unseen.

Linking the Seen & Unseen Classes 



Attributes
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❑ Attributes can be Manual, Relative or Class-name word-embeddings.

                                 (a) Manual Attributes                                                  (b) Relative Attributes

** (a) Images and corresponding attributes are taken from Animals with Attributes(AwA) dataset, proposed by Lampert et al., CVPR, 2009[1].
** (b) Images and relative attribute annotations are from Relative Face Attribute dataset, proposed by Biswas et al., CVPR 2013[2]

[1] C. H. Lampert, H. Nickisch and S. Harmeling, Learning to detect unseen object classes by between-class attribute transfer, CVPR, 2009.
[2] A. Biswas and D. Parikh, Simultaneous active learning of classifiers and attributes via relative feedback, CVPR, 2013.

❑ Word-embedding representations (GloVe, Word2Vec) of class-names can be used as Attributes.



ZS-SBIR - Training
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British Machine Vision Conference (BMVC) 2019
IEEE Transactions on Multimedia (TMM) 2020

       Feature 
extraction module



ZS-SBIR - Training
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       Content-Style 
decomposition module



ZS-SBIR - Training

14

Content-Style 
fusion module



Retrieval
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       Content-Style 
decomposition module

       Feature 
extraction module

 Latent-space Matching

 Image-space Matching



Qualitative Results
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Quantitative Results
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Effect of Imbalance in Training Data

18

❏ State-of-the-art ZS-SBIR approaches underperform if training data 
is imbalanced.
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Handling Imbalance in ZS-SBIR

European Conference on Computer Vision (ECCV) 2020



Proposed AMDReg
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We propose Adaptive-margin Diversity 
Regularizer as additional loss component 
with any existing ZS-SBIR model during 
training. 



ZS-SBIR Approaches with AMDReg
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Qualitative Results
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Conclusion & Future Directions

❏ Cross-modal retrieval is a very important research area.
❏ With touch screens, etc. SBIR will have several applications in 

future.
❏ Generalizing to completely unseen classes without any prior 

information is important for real-world applications.
❏ Handling challenges like data imbalances, etc. can positively 

affect the performance.

❏ Fusing multiple modalities, like sketch and text as input.
❏ Accounting for domain differences in the data. 
❏ …...
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Thank You


